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SUMMARY

A cumulus ensemble model is used to simulate the interaction between tropical atmospheric convection and
the large-scale tropical environment in the context of Sobel and Bretherton’s (2000) weak temperature gradient
approximation. In this approximation, gravity waves are assumed to redistribute buoyancy anomalies over a broad
area of the tropics, thus maintaining the local virtual-temperature profile close to the large-scale mean. This result
is implemented in the model by imposing the advective effects of a hypothetical mean vertical velocity which is
just sufficient to counteract the local heating induced by convection and radiation. The implied vertical advection
in the moisture equation and entrainment of air from the surrounding environment have major effects on the
evolution of convection in the model.

The precipitation produced by the model mimics the results of a very simple model of tropical precipitation
introduced by Raymond (2000), in that the mean rainfall rate predicted by the cumulus ensemble model is, to
a good approximation, a function only of the mean column precipitable water. The evolution of the precipitable
water, and hence the precipitation rate, is a result of the imbalance between the surface flux of moist entropy into
the domain and the radiative loss of entropy out of the top of the domain. This evolution leads to a statistically
steady solution in which the resulting precipitation rate is a unique function of the entropy flux imbalance. These
results support the hypothesis that tropical precipitation averaged over distance scales of a few hundred kilometres
and time scales of a day is a consequence only of local thermodynamic factors.
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1. INTRODUCTION

Cumulus ensemble models have been useful in developing an understanding of
deep, moist convection in the tropical atmosphere. The simplest way to use such models
is in the radiative–convective equilibrium mode, in which convection is allowed to
evolve in an environment cooled by the loss of thermal radiation and heated by surface
heat fluxes. Examples of such calculations are those of Robe and Emanuel (1996;
2001), Tompkins and Craig (1998a,b; 1999), Tompkins (2001a,b) and Grabowski and
Moncrieff (2001).

A characteristic of the radiative–convective equilibrium approach is that no connec-
tion with large-scale tropical dynamics is made. A commonly used one-way coupling is
to impose vertical advective tendencies which mimic the effects of large-scale ascent or
descent. The vertical motion is obtained from observations or from idealized assump-
tions. The response of the convection to these advective tendencies is then evaluated.
∗ Corresponding author: Physics Department and Geophysical Research Center, New Mexico Tech., Socorro,
NM 87801, USA. e-mail: raymond@kestrel.nmt.edu
c© Royal Meteorological Society, 2005.
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This method is in widespread use (see, e.g., Sui et al. 1994; Grabowski et al. 1996, 1999;
Grabowski et al. 1998; Xu and Randall 1999). Its details were presented by Randall et al.
(1996).

In the deep tropics, the large-scale vertical velocity is composed of the vertical
mass flux in the convection plus a relatively constant clear air descent which follows
from radiative cooling. Thus, vertical motion is largely a result of deep convection,
and imposing the effects of an externally specified vertical velocity on a cumulus
ensemble model introduces a chain of causality unlikely to be present in tropical
convective development, due to the weakness of quasigeostrophic or other deep lifting
processes there. Models using this technique are useful, but must be interpreted in an
‘inverse fashion’. That is, by imposing the result (large-scale vertical velocity) one may
inquire about the causes (principally the temperature and humidity profiles) leading to
the result.

An alternative framework for linking cumulus ensemble models with large-scale
tropical dynamics is provided by the weak temperature gradient approximation (WTG)
of Sobel and Bretherton (2000). The WTG derives the domain-averaged vertical velocity
from the domain-averaged heating. This is done by assuming that the advection due to
the vertical velocity is just sufficient to counteract the convective and radiative heating
in the domain, thus keeping the mean virtual-temperature profile fixed. The resulting
vertical velocity is called the ‘WTG vertical velocity’. It is equivalent to the diabatic
vertical velocity of Mapes and Houze (1995). The convection itself is assumed to be a
function only of local conditions such as the temperature, humidity and wind profiles,
plus surface heat, moisture, and momentum fluxes, since these are the only things that
convective cells ‘see’.

The WTG applies where rotational effects are weak, i.e. near the equator. In this
environment, gravity waves constantly redistribute buoyancy anomalies so as to drive
the atmosphere toward uniform virtual-temperatures on isobaric surfaces. WTG assumes
that this process is highly efficient, resulting in the assumption that isobaric temperature
gradients and time tendencies are small enough to be ignored.

Since the vertical velocity follows from the convection in the WTG, the chain
of causality is representative of that which actually occurs in the tropics. A cumulus
ensemble model is thus useful in the context of the WTG approximation for
investigations into how convection is forced by the tropical environment.

The WTG is closely related to two-column models in which the convective ensem-
bles in the two columns are subjected to different conditions, but are forced to maintain
nearly equal mean-temperature- or pressure-profiles (Nilsson and Emanuel 1999;
Raymond and Zeng 2000). In the WTG model, the reference virtual-temperature profile
is externally specified rather than being computed internally as a result of interactions
between the two columns. This allows greater control than the two-column approach
does, over the reference state in which the deep convection is embedded. It also reduces
the amount of computation by half.

Raymond (2000, referred to hereafter as R2000) developed a highly simplified
model of tropical rainfall using the WTG. This model, which is based on the earlier
results of Neelin and Held (1987), postulates that the rainfall rate in the tropics is
inversely proportional to the vertically averaged saturation-deficit. In other words, the
closer the atmosphere is to saturation, the harder it rains.

R2000 assumes that the tropical atmosphere adjusts to an excess in the total surface
heat flux over the net outgoing radiative heat loss by exporting heat laterally. This lateral
export is affected by the lateral inflows and outflows associated with deep convection.
However, the time required for the environment to equilibrate after the balance between
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surface fluxes, radiation, and lateral export is upset, is found to vary greatly depending
on the pre-existing state of the atmosphere. For a moist atmosphere which is already
strongly precipitating, this time scale is measured in hours, while for a dry, weakly
convecting atmosphere, it can be tens of days.

In this paper we test the results of R2000 using a ‘toy’ or highly simplified cumulus
ensemble model developed in the context of the WTG using the following strategy.

1. We first run the model to radiative–convective equilibrium with fixed mean surface
winds and a sea surface temperature (SST) comparable to that existing in the
tropics. In this calculation, the potential temperature profile is unconstrained and
the WTG vertical velocity is assumed to be zero. The results are used to provide a
reference set of thermodynamic profiles.

2. We use the above-determined reference thermodynamic profiles to start WTG
calculations in which some parameter such as mean surface wind or SST is altered
from its radiative–convective equilibrium value.

3. Finally, we examine the adjustment of the convection and the precipitation it
produces to the altered forcing.

We begin in section 2 with the weak temperature gradient and associated approximations
and continue in section 3 with a description of the cumulus ensemble model. In section 4,
we describe details of the modelling strategy, while section 5 presents the results.
Conclusions appear in section 6 and an appendix presents details of the model which
are not in section 3.

2. MODEL IMPLEMENTATION OF THE WTG

We begin by splitting the total wind field vT into two parts

vT = v + vD, (1)

each of which satisfies mass continuity separately. The component v is the part of
the wind computed explicitly in the cumulus ensemble model. This field obeys cyclic
boundary conditions on the lateral model boundaries, and thus exhibits zero vertical
mass flux averaged horizontally over the model domain.

The component vD, with horizontal and vertical parts vDh and wD, accounts for the
mean vertical motion in the model and the associated horizontal flow needed to satisfy
the anelastic mass continuity equation

∇ · (ρvDh) + ∂(ρwD)

∂z
= 0, (2)

where ρ(z) is the horizontally averaged density. Generally, |vD| � |v|, so an
approximate treatment of vD is justified. We assume that wD is uniform over the domain
of the cumulus ensemble model, i.e. it is a function of only z and t . We further assume
that the horizontal average of vDh is zero at each level. Thus, to the extent that the
environment is sheared, this shear is carried by v rather than vD. The treatment of vD
in the thermodynamic equations of the cumulus ensemble model forms the crux of the
interaction between modelled convection and the large scale.

The equation for potential temperature θ takes the form

∂(ρθ)

∂t
+ ∇ · (ρvθ + Tθ ) = ρSθ − ∇ · (ρvDθ), (3)
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where Tθ represents unresolved eddy and viscous transport, Sθ is the diabatic potential
temperature source, and where we have approximated the full density ρ by the
horizontally averaged density wherever it occurs in conjunction with vD. Further
approximating θ by its horizontal average θ on the right side of (3), this becomes

∂(ρθ)

∂t
+ ∇ · (ρvθ + Tθ ) = ρSθ − ρwD

∂θ

∂z
≡ ρ(Sθ − Eθ) (4)

with the aid of (2).
The WTG requires that the horizontal average of ∂ρθ/∂t be zero over the ensemble

model domain. We enforce this by equating Eθ to an expression which causes the
horizontally averaged potential temperature to relax to a reference profile θ0(z):

Eθ = λT sin(πz/h){θ − θ0(z)}. (5)

The value λT is the thermodynamic relaxation constant. The relaxation is forced to occur
at a height-dependent rate of λT sin(πz/h). The parameter h = 15 km is the assumed
height of the tropopause, so the sine function suppresses the relaxation at the surface and
the tropopause. Above the tropopause, the relaxation is set to zero. The purpose of this z
dependence is to represent the fact that the buoyancy adjustment process due to gravity
waves produced by deep convection is likely to be strongest in the middle troposphere.

Solving Eθ = wD(∂θ/∂z) for wD results in

wD = Eθ

(∂θ/∂z)
. (6)

In the planetary boundary layer wD is interpolated linearly from its value at the top of the
boundary layer to zero at the surface. This is needed because, as Sobel and Bretherton
(2000) pointed out, the WTG breaks down in the boundary layer. In the present work,
we take the top of the boundary layer to be 1000 m, so that it includes the shallow layer
of clouds often found over the ocean. In addition, ∂θ/∂z is not allowed to become less
than 1 K km−1 in the above equation. In certain circumstances, model feedbacks in the
upper troposphere can otherwise result in very weak static stabilities and unrealistically
large values of wD. This imposed lower bound on the static stability is arbitrary and
must therefore be viewed with some caution.

The introduction of a relaxation scheme to enforce the WTG means that WTG is
not precisely obeyed in the model. However, nor is it precisely obeyed in nature, and the
sense of the deviation from WTG in the model should roughly mimic what happens in
nature, e.g. strong heating should result in a temporarily warmer environment.

An equation analogous to (3) may be written for the mixing ratio rt of the total
advected water (vapour plus advected condensate such as cloud droplets):

∂(ρrt)

∂t
+ ∇ · (ρvrt + Tr) = ρSr − ∇h · (ρvDhrt) − ∂

∂z
(ρwDrt), (7)

where Sr is the source of rt due to precipitation production and evaporation. The last two
terms on the right side of (7) represent, respectively, the entrainment of total advected
water from the environment surrounding the cumulus ensemble model domain and the
vertical transport of water by the large-scale vertical motion.

We treat the entrainment term by assuming that it can be replaced by its horizontally
averaged value

∇h · (ρvDhrt) ≈ 1

A

∫
∇h · (ρvDhrt) dA = 1

A

∮
rtρvDh · n dl, (8)
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where A is the horizontal area of the ensemble model domain and n is the horizontal
outward unit normal on the lateral domain boundary. The line integral is around the
periphery of the domain. We now make a somewhat restrictive assumption for the
purposes of the present paper, namely that the convection takes place in an unsheared
environment, so that, in at least an approximate sense, a positive value of vDh · n (as
opposed to a positive value of the outward normal component of total wind) indicates
flow out of the ensemble domain, while the opposite sign indicates inflow. Since we
define vDh = 0, we can insist that a positive or negative value of vDh · n at one point
on the periphery indicate a positive or negative value everywhere on the periphery.
We further require that the outward-flowing air have a total advected water mixing ratio
equal to the horizontally averaged value of this parameter inside the domain, i.e. r t.
For inflowing air, we instead set the mixing ratio equal that of a reference profile r0(z).
Defining rx as being equal to r t when vDh · n is positive and r0 when vDh · n is negative,
we use mass continuity to rewrite (8) as

∇ · (ρvDhrt) ≈ −rx
∂(ρwD)

∂z
. (9)

The last term in (7) can be approximated by assuming that rt ≈ r t, so that

∂

∂z
(ρwDrt) ≈ r t

∂(ρwD)

∂z
+ ρwD

∂r t

∂z
, (10)

resulting in

∂(ρrt)

∂t
+ ∇ · (ρvrt + Tr) = ρSr − (r t − rx)

∂(ρwD)

∂z
− ρwD

∂r t

∂z
≡ ρ(Sr − Er). (11)

Note that rx equals r0(z) when ∂(ρwD)/∂z > 0 and is equal to r t otherwise. In the latter
case, the entrainment term on the right side of (11) vanishes.

The terms

Eθ = λt sin(πz/h){θ − θ0(z)} = wD
∂θ

∂z

and

Er = (r t − rx)

ρ

∂ρwD

∂z
+ wD

∂r t

∂z

represent the thermodynamic interaction of the cumulus ensemble model with its
surrounding environment. In conjunction with (6), they represent a closed system
for this interaction. In a statistically steady-state situation, they also represent the
thermodynamic source terms for the large-scale flow due to small-scale and diabatic
effects.

Given the simplified definition of θe (see appendix) and the assumption that r t does
not differ much from the domain-averaged mixing ratio, an equivalent term representing
the interaction with the large-scale environment in the equivalent potential-temperature
equation can be defined in terms of Eθ and Er:

Ee = (θe/θ)Eθ + αθeEr. (12)

The overbars represent horizontal averages as above. This result is needed as the
thermodynamics of the cumulus ensemble model are cast in terms of the total advected
water and the equivalent potential temperature.
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3. CUMULUS ENSEMBLE MODEL

The cumulus ensemble model is fully compressible and is implemented on a non-
rotating, horizontally periodic domain. The treatment of precipitation formation and
evaporation is very simple, with no distinction being made between liquid and ice
processes. The model may be run in either two- or three-dimensional mode.

Model details are presented in an appendix, but the basic governing equations are
presented here. The mass continuity equation is

∂ρ

∂t
+ ∇ · (ρv) = −ν{p0(0) − pR}/(RTR), (13)

where ρ is the air density, v is the part of the air velocity computed directly by the
model (see section 2), and the term to the right of the equals sign is a mass source term
designed to relax the domain-averaged surface pressure p0(0) to pR = 1000 hPa. This
term is needed because the model domain is closed at the top by a rigid lid and laterally
by periodic boundary conditions, resulting otherwise in a change in the mean pressure
if the mean temperature changes. The quantity R is the gas constant for air, TR = 300 K
is a constant reference temperature, and ν = 0.001 s−1 is the assumed rate constant for
mass adjustment.

The momentum equation ignores the effects of vD and is therefore written

∂ρv
∂t

+ ∇ · (ρvv − KD − Kh∇hρv) + ∇p + gρk = ρ(Fs − Em) − µ(vh − vh0) (14)

where K is the eddy mixing coefficient computed using a Smagorinsky-like scheme
(see appendix), Kh is an additional constant horizontal eddy mixing coefficient for the
suppression of high-frequency numerical modes, p is the pressure, g is the acceleration
of gravity, Fs is the force due to surface stresses, vh is the horizontal velocity, vh0(z)
is an assumed reference velocity profile, and µ(z) is an externally specified damping-
rate profile turned on only in the stratosphere for the purpose of damping upward-
propagating gravity waves. At the top of the domain, µ = 0.1 s−1. This tapers linearly
to zero at the assumed level of the tropopause. The deformation rate tensor D is given
by

Dij = 1

2

(
∂vi

∂xj
+ ∂vj

∂xi

)
. (15)

The quantity Em represents a relaxation term which forces the mean wind profile toward
the reference profile:

Em = λd{vh − vh0(z)}, (16)

where vh is the horizontally averaged horizontal wind and λd is the relaxation constant.
For the thermodynamic equation we have

∂(ρθe)

∂t
+ ∇ · (ρvθe − K∇θe − Kh∇hρθe) = ρ(Ses + Ser − Ee), (17)

where θe is equivalent potential temperature, Ses is the source of equivalent potential
temperature from surface fluxes, Ser is the source from radiation, and Ee is the external
sink of equivalent potential temperature due to the interaction with the large-scale flow
(see section 2). The equation for total advected water mixing ratio rt is

∂(ρrt)

∂t
+ ∇ · (ρvrt − K∇rt − Kh∇hρrt) = ρ(Scr + Srs − Er), (18)
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where Scr is minus the conversion rate of cloud water to precipitation, Srs is the source
of total cloud water mixing ratio from surface evaporation, and Er represents the
interaction with the large-scale flow. Finally, the equation for precipitation mixing ratio
is

∂(ρrr)

∂t
+ ∇ · [ρ(v − wtk)rr − K∇rr − Kh∇hρrr] = −ρScr, (19)

where wt = 5 m s−1 is the assumed hydrometeor terminal velocity. Because inside cloud
wt � wD, the effects of vD are negligible in this equation, and are ignored. The pressure
is obtained diagnostically from the density and the potential temperature θ :

p = (ρRθ)γ /p
γ−1
R , (20)

where γ is the ratio of specific heats for air. The potential temperature is obtained
iteratively from the equivalent potential temperature and the total cloud water mixing
ratio.

Though the model is formulated in terms of equivalent potential temperature, we
prefer to present results in terms of the moist entropy, in order to facilitate comparison
with the observations of Raymond et al. (2003, hereafter R2003). We therefore define
the dry, moist, and saturated moist entropy as follows:

sd = Cp ln(θ/TF) (21)
s = Cp ln(θe/TF) (22)
ss = Cp ln(θes/TF), (23)

where Cp is the specific heat of air at constant pressure, and where we set TF =
273.15 K, so as to maintain rough compatibility with the moist entropy defined by
R2003.

4. TROPICAL OCEANIC SIMULATIONS

In this section, we develop the strategy outlined in the introduction for furthering
our understanding of deep convection over tropical oceans. Though we are well aware
of the potential problems of two-dimensional calculations of cumulus convection, we
consider this work to be exploratory, and to conserve computer time we perform all
calculations on a two-dimensional domain with horizontal and vertical dimensions of
50 km and 20 km respectively. This small domain is of ample size for individual
convective cells. However, mesoscale convective organization does not have room to
develop. The effects of expansion to larger domains and to three-dimensions will be
explored in later work.

The vertical grid size is taken to be %z = 250 m, which is (barely) small enough
to resolve the necessary vertical scales. In order to keep the aspect ratio of grid cells
from becoming too large, the horizontal grid size is set to %x = 500 m. The time step
of %t = 0.5 s is sufficient to satisfy the CFL criterion∗ for these grid box dimensions.

Radiative cooling, expressed as an equivalent potential temperature source term,
is set to −2 K d−1 up to 12 km, tapering linearly to zero at 15 km. The radiative–
convective equilibrium calculation is run with a mean wind in the y-direction (normal
to the plane of the two-dimensional calculation) of 5 m s−1 and an SST of 303 K.
The y-component of the mean wind, which is maintained by setting the relaxation
constant λd = 5 × 10−5 s−1, has no direct effect on the two-dimensional dynamics of
the convection and is employed only to increase surface heat fluxes from their no-wind
values.
∗ In numerical modelling, meeting this criterion restricts the time step needed to ensure stability in a calculation.
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Figure 1. Radiative–convective equilibrium (RCE) sounding: sd denotes dry entropy, s moist entropy and
ss saturated moist entropy.

We average the last 35 d of a 58 d calculation to obtain the profile, simulating
a sounding for radiative–convective equilibrium, shown in Fig. 1. The system is
approximately steady in a statistical sense during this interval, and the mean rainfall rate
is approximately 4.5 mm d−1. Notice that the relative humidity, ≈ (s − sd)/(ss − sd),
is quite high near the surface in the sounding, but decreases to near-zero above about
300 hPa.

The sounding shown in Fig. 1 serves as the reference sounding for the WTG
calculations presented in the next section. In these calculations we set λt = 1.5 ×
10−4 s−1 and vary the y-component of the wind and the SST in order to impose different
values of the surface heat flux. The specified value of λt

−1 is ≈ 2 h, or about the time
required for a 50 m s−1 gravity wave to cross a 300 km convective domain.

The fact that λt
−1 is not small compared to the lifetime of a convective cell means

that the WTG is not strictly observed. In particular, regimes with strong convection
tend to develop slightly more stable soundings with cooler surface conditions and
warmer conditions aloft than those with weak convection. However, the results are
only weakly sensitive to the variations of λt in the (0.5 h)−1 to (2 h)−1 range, with
only small variations in the equilibrium rainfall rate and in the time required to reach
equilibrium for this range of values. For λt = (6 h)−1, the equilibrium rainfall rate
decreases by about 30% (for an imposed wind speed of 10 m s−1) as a result of the
warming of the environment and the resulting lower relative humidity. Thus, the value
λt = 1.5 × 10−4 s−1 ≈ (2 h)−1 used in our calculations is close to the minimum needed
to produce precipitation rates consistent with a strict application of the WTG.

Figure 2 shows a high time-resolution (5 min) time segment of various domain-
averaged parameters for the radiative–convective equilibrium calculation. The 50 km
domain is too small to support continuous deep convection, given the weakness of the
radiative cooling, so convective bursts occur every 10–20 h. The surface evaporation
recharges the convective environment between bursts, and convection is triggered when
a measure of convective inhibition, called DCIN, decreases to a critical level.
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Figure 2. High-resolution time segment over 70 minutes of domain-averaged parameters for the radiative–
convective equilibrium calculation: (a) column-integrated precipitable water; (b) deep convective inhibition index

(DCIN) and (c) rainfall rate (thinner line) and evaporation rate (thicker line).

DCIN, or deep convective inhibition index, was introduced by R2003 to
characterize the convective inhibition of a deep, potentially unstable layer, and is defined
for our purposes here as

DCIN = ss(1750–2000) − s(0–1000) ≡ st − sb, (24)

where the first term st is the threshold entropy for convection, defined as the saturated
moist entropy averaged over the height range 1750–2000 m, and the second term sb
is the boundary-layer entropy, defined as the moist entropy averaged over 0–1000 m.
DCIN differs from a more conventional convective inhibition index in that a thicker
layer of air is assumed to participate in the formation of a deep convective thermal.

Deep convection is triggered when DCIN decreases to a threshold value of about
−20 J kg−1K−1. Downdraughts produced by the convection immediately increase
DCIN to a stable value, from which it gradually recovers to initiate the next round
of convection. The precipitable water also oscillates, with a gradual increase between
convective pulses and a more rapid decrease during convection.

As Fig. 3 shows, fluctuations in DCIN result from fluctuations in both the boundary
layer entropy and the threshold entropy. Fluctuations in these two quantities contribute
with about equal magnitude. Dry-adiabatic subsidence in the presence of deep
convection warms the layer just above the planetary boundary layer, thereby
increasing st. At the same time, convective downdraughts reach the surface, decreasing
sb. Recovery from these perturbations occurs at about the same rate for both variables.
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Figure 3. Components contributing to the deep convective inhibition index (DCIN) over time: (a) domain-
averaged DCIN, and (b) domain-averaged threshold entropy st and boundary-layer entropy sb.

Figure 4 shows the evolution of the convective cell which initiated the rainfall
episode near 54 h in Fig. 2. Updraughts of 10 m s−1 or greater occur at middle to
upper levels. Evaporation of precipitation initiates downdraughts almost this strong in
the decay phase of the cell. The development and spread of the cold pool at the surface
is evident in the dry entropy field.

5. RESULTS

WTG calculations were made for imposed y-component winds of 0, 3, 5, 6, 7,
8, 9, 10, 15, and 20 m s−1 and for an SST of 303 K. Calculations were started with
the radiative–convective equilibrium sounding described in the previous section and
allowed to evolve for 23 d. Convection was initiated with a single warm bubble, but
rapid randomization of the flow was assured by the additional imposition of random
perturbations in the mixing ratio at the initial time. The time series of rainfall rate and
precipitable water are shown in Figs. 5–8 for various imposed wind speeds.

If the reference state were truly an equilibrium state under the WTG, then Fig. 5
should show steady precipitable water and a precipitation rate equal on the average to
the radiative–convective equilibrium value of 4.5 mm d−1, since the imposed wind and
SST are the same as for the reference calculation. Instead, there is a slow decreasing
trend in both precipitation rate and precipitable water, indicating that the reference state
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Figure 5. Time series over 20 days for domain-averaged quantities produced by the simulation using the weak
temperature gradient approximation, with an imposed wind (in the direction normal to plane of the calculation)
of 5 m s−1 and sea surface temperature of 303 K: (a) rainfall rate (thinner line; the thicker line is the low-pass
filtered rainfall rate with a cut-off period of 12 h), and (b) precipitable water. (Cf. Fig. 6 for an imposed wind of

0 m s−1, Fig. 7 for one of 10 m s−1 and Fig. 8 for one of 20 m s−1.)
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Figure 6. Time series over 20 days for domain-averaged quantities produced by the simulation using the weak
temperature gradient approximation, with an imposed wind (in the direction normal to plane of the calculation)
of 0 m s−1 and sea surface temperature of 303 K: (a) rainfall rate and (b) precipitable water. (Cf. Fig. 5 for an

imposed wind of 5 m s−1, Fig. 7 for one of 10 m s−1 and Fig. 8 for one of 20 m s−1.)

differs slightly from the equilibrium state. This may indicate that the initial radiative–
convective equilibrium calculation was not run quite long enough to reach a true
equilibrium state. However, a more likely explanation for this discrepancy is discussed
later.

Figures 6, 7, and 8 show the evolution of the rainfall and precipitable water for
imposed wind speeds of 0, 10, and 20 m s−1. In each case, the flow evolves toward
a new equilibrium state with equilibrium rainfall rate and precipitable water both
being increasing functions of imposed wind speed. The time required to reach the new
equilibrium decreases with increasing wind speed.

Figure 9 shows the mean vertical mass flux, equal to the density times the WTG
vertical velocity, averaged over the last quarter of the simulations when an equilibrium
state has generally been reached. Results are shown for imposed wind speeds equal to 0,
5, 10, and 20 m s−1. The two strongest-wind cases have mass fluxes increasing upward
almost to the tropopause. In the zero-wind case, no convection occurs in the averaging
period, and the downward mass flux is totally caused by the imposed radiative cooling.
In the 5 m s−1 case, shallow convection predominates, with downward mass flux near
750 hPa the result of evaporation of cloud water by the surrounding dry air.

The mass-flux profile predicted by the model is more top-heavy than is commonly
seen in observations, e.g. Mapes and Houze (1993, 1995). Preliminary tests suggest
that this top-heavy profile is not the result of any of the following factors: the effect
of the top-heavy shape of the radiative cooling profile on the radiative–convective
equilibrium reference state; the suppression of mesoscale dynamics by the small size
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Figure 7. Time series over 20 days for domain-averaged quantities produced by the simulation using the weak
temperature gradient approximation, with an imposed wind (in the direction normal to plane of the calculation)
of 10 m s−1 and sea surface temperature of 303 K: (a) rainfall rate (thinner line; the thicker line is the low-pass
filtered rainfall rate with a cut-off period of 12 h), and (b) precipitable water. (Cf. Fig. 6 for an imposed wind of

0 m s−1, Fig. 5 for one of 5 m s−1 and Fig. 8 for one of 20 m s−1.)

of the computational domain or the two-dimensionality of the computation. However,
comparison of the reference radiative–convective equilibrium sounding with observed
soundings in the eastern and western tropical Pacific indicates that the static stability
(defined as the vertical derivative of potential temperature) in this reference profile is too
low by about a factor of two between 10 km and the tropopause, averaging 1 K km−1

compared to observed values of about 2 K km−1. The weaker than observed static
stability at upper levels could be responsible for the excessive upward mass fluxes there.
This possibility will be explored in future work.

Figure 10 shows the domain- and time-averaged soundings for the last 6 d of the
simulations corresponding to the mass fluxes in Fig. 9. As expected, the stronger wind
cases with greater rainfall rates exhibit higher moist entropy values, and hence higher
humidities. Figure 10(b), for an imposed wind of 5 m s−1, has a weak stable layer near
700 hPa. Since this stable layer is not imposed from the outside, it must be a reflection
of the existence of shallow convection below the inversion, an interpretation supported
by the corresponding mass flux profile in Fig. 9. This layer is possibly a consequence of
the evaporation of cloud water near the tops of the small clouds. However, this merits
further study.

The difference between the soundings in Figs. 10(c) and (d) is very small—the case
with 20 m s−1 wind is slightly more stable than the 10 m s−1 case, but the relative
humidity for the two cases is nearly identical.

Two calculations were performed with imposed wind of 5 m s−1 but with SSTs
higher or lower than 303 K by 2 K. The case with SST equal to 301 K evolves into
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Figure 8. Time series over 20 days for domain-averaged quantities produced by the simulation using the weak
temperature gradient approximation, with an imposed wind (in the direction normal to plane of the calculation)
of 20 m s−1 and sea surface temperature of 303 K: (a) rainfall rate (thinner line; the thicker line is the low-pass
filtered rainfall rate with a cut-off period of 12 h), and (b) precipitable water. (Cf. Fig. 6 for an imposed wind of

0 m s−1, Fig. 5 for one of 5 m s−1 and Fig. 7 for one of 10 m s−1.)
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Figure 9. Mean vertical mass flux, averaged over the last six days of each simulation for the four cases shown
in Figs. 5–8. The mass flux is calculated as the product of the air density and the velocity of the vertical wind

calculated making the weak temperature gradient assumption.
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Figure 10. Vertical profiles averaged over the last six days of the simulations for the four imposed wind speeds
shown in Figs. 5–8: (a) 0 m s−1, (b) 5 m s−1, (c) 10 m s−1 and (d) 20 m s−1. In each panel, the left-hand curve

shows dry entropy sd, the middle curve moist entropy s and the right-hand curve saturated moist entropy ss.

a low humidity state with no rain, which is quite similar to the case with SST equal
303 K and zero imposed wind. On the other hand, the 305 K case produces a sounding
and rainfall rate quite similar to those found in the case with SST equal to 303 K and
imposed wind of 9 m s−1. This similarity is not surprising in that increasing the wind
speed and increasing the SST both act on convection solely via their effect on the surface
moist entropy flux.

Calculations were made in which different starting humidity profiles were used
with the same reference soundings, SSTs and imposed winds. The precipitable water
and rainfall rate converged to the same values in these calculations, indicating that the
equilibrium states are likely to be unique functions of the above three quantities. This is
in contrast to the results of Raymond and Zeng (2000) in which two equilibrium states
were generally found, even with cloud-radiation interactions turned off.

Figure 11 shows how the equilibrium rainfall rate and the surface entropy flux vary
with imposed wind speed. When the surface entropy flux exceeds the radiative loss rate
of entropy, the rainfall begins to increase from near-zero. This is consistent with R2000.
It is important to remember that these plots represent equilibrium conditions, and that
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Figure 11. Equilibrium plots as a function of imposed wind speed (m s−1): (a) rainfall rate (mm d−1) and
(b) surface entropy flux (squares) and radiative entropy sink (disks) (both J K−1m−2s−1).

non-equilibrium states deviate from these results. For instance, as Fig. 8 shows, the
initial imposition of strong surface fluxes on a dry atmosphere does not instantly result
in intense rainfall.

A curious feature of Fig. 11 is that the WTG simulation with imposed wind of
5 m s−1 does not reproduce the results of the radiative–convective equilibrium reference
calculation with the same imposed wind speed. In particular, the precipitation rate is
much less than the radiative–convective equilibrium value of ≈4.5 mm d−1, even though
the surface and radiative entropy fluxes nearly balance. This discrepancy is also evident
in Fig. 5. We believe that this occurs because the WTG calculation, by virtue of the
relaxation constraints imposed on the potential temperature and mixing ratio profiles,
does not reproduce the full ensemble of states occurring in the radiative–convective
equilibrium calculation. Close comparison of the two simulations shows in particular
that the mean surface moisture flux is slightly less in the WTG calculation than in
radiative–convective equilibrium. This appears to result from the tendency of the lateral
entrainment to relax the surface humidity back to the reference value more rapidly
than would be produced by surface fluxes by themselves, thus weakening these fluxes.
However, the results are sufficiently complex that other similar factors could be coming
into play as well. This is true even in the transient case, as Fig. 12 shows.

Figure 12 shows values of rainfall rate plotted versus saturation fraction
(precipitable water divided by the precipitable water of a fully saturated environment
with the same temperature profile) sampled after smoothing by a low pass filter with a
12 h cutoff. The (smoothed) rainfall rate is, to a good approximation, a unique function
of the saturation fraction, as hypothesized by R2000.



MODELLING TROPICAL CONVECTION 1317

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
saturation fraction

0

10

20

30

40

50

ra
in

ra
te

 (
m

m
/d

)

Figure 12. Smoothed rainfall rate (mm d−1) as a function of smoothed saturation fraction. Squares denote values
in the Weak Temperature Gradient Approximation (WTG) equilibrium state for various imposed wind speeds and

crosses denote transient values occurring during relation towards equilibrium in the WTG calculations.

6. CONCLUSIONS

The results of our cumulus ensemble calculations tend to support the conclusions
reached by R2000. In particular, we find that

1. in the steady state, rainfall is related to the imbalance between the gain in column
moist entropy (or moist static energy) due to surface heat fluxes, and its loss due
to radiation;

2. rainfall is a nearly unique function of precipitable water (or saturation fraction),
even when the atmosphere is still adjusting to altered forcing, and

3. the adjustment time to reach a steady state is inversely related to the strength of
the entropy imbalance.

Different behaviours are seen for moist and dry soundings. For relatively dry soundings,
the rainfall rate is determined by the saturation fraction, as indicated by Fig. 12.
The imbalance between surface entropy fluxes and radiative losses determines the
tendency of precipitation rate, with a positive imbalance leading to increasing saturation
fraction with time and, so, increasing rainfall rates. For more moist atmospheres, the
rainfall rate becomes a very sensitive function of the sounding, with the saturation
fraction eventually approaching a limiting value. Under these conditions, the atmosphere
adjusts very rapidly to changes in surface fluxes. This means that, for very moist
atmospheres, the surface moist entropy flux is a better predictor of rainfall rate than
the saturation fraction of the sounding.

Interestingly, multiple equilibrium states, as found by Raymond and Zeng (2000)
in a two-column model employing a cumulus parametrization, do not appear to exist in
this case. If this result holds up, it would simplify tropical dynamics by providing the
assurance that large-scale forcing causes evolution of the atmospheric column toward
a unique state. However, cloud–radiation interactions, which caused the most robust
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tendency toward multiple equilibria in Raymond and Zeng (2000), are not invoked in
the current work.

The fact that the surface entropy flux is a good predictor of rainfall when the
environment is already moist may explain why the correlation between surface moist
entropy flux and rainfall rate is strong in the normally moist atmospheres of the east-
and west-Pacific warm pools (Raymond 1995; R2003). This correlation is observed to
be weaker in areas such as Kwajalein, which is on the boundary of equatorial moist air,
and is therefore subject to large advective variations of moisture (Sobel et al. 2004).

This brings to light one simplification shared by both R2000 and the present work:
differential moisture advection by a sheared mean flow is ignored. In regions with
strong shears and significant horizontal moisture gradients, such advection may be
important in controlling the column precipitable water, and hence the saturation fraction
and precipitation rate. However, it is straightforward to incorporate this effect into the
moisture budgets of large-scale models, and the effect is ignored here for the sake of
clarity.

The differences between R2000 and the present results are primarily in quantitative
detail. One such difference is that the rainfall rate in the present study approaches
large values for a saturation fraction less than unity, whereas this asymptote is assumed
to occur for 100% saturation in the column in R2000. Furthermore, the rainfall rate
goes to zero for finite values of the saturation fraction, whereas small, but non-zero,
precipitation rates are assumed for all saturation fractions in R2000. However, these
differences are remarkably minor given the vast difference in the complexity of the two
models.

The present results have the limitation that only a small, two-dimensional domain
is used to simulate the convection. This eliminates the development of mesoscale
convective systems and makes the simulation of individual convective cells somewhat
unrealistic. These restrictions will be lifted in future work.
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APPENDIX

This appendix gives more details of the cloud model.
The conversion between total advected water and precipitation is governed by the

term Scr, which is assumed to equal

Scr =
{−λr(rt − rs), rt > rs

−λerr(rt − rs), rt < rs
(A.1)

where rs is the saturation mixing ratio and λr and λc are specified constants. Using
subscripts r and e to denote rain and evaporation, we find λr = 0.01 s−1 and λe = 1 s−1

to be satisfactory values. This scheme is very simple, but it has the advantage that
the high relative humidities produced aloft by warm-rain schemes such as the Kessler
parametrization do not occur.

For reasons of computational speed, a simplified version of the equivalent potential
temperature is used:

θe = θ exp(αr), (A.2)
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where α = (Lc + Lf)/(CpTR). The quantities Lc and Lf are the latent heats of
condensation and fusion, r is the water vapour mixing ratio, and, as before, θ is the
potential temperature, Cp the specific heat of air at constant pressure and TR a constant
reference temperature 300 K. The saturation mixing ratio is given by rs = εes(T )/p,
where ε is the ratio of the molecular weights of water vapour and dry air and where the
saturation vapour pressure of water (in pascals) is approximated by Tetens’ formula,

es(T ) = 611.2 exp{17.67(T − 273.15)/(T − 29.65)}, (A.3)

T being the temperature in K.
The eddy mixing coefficient is given by

K = ρC

[ ∑
i,j

DijDij − 2g

θ
/e

]1/2

%z2 (A.4)

where g is the acceleration of gravity. We set K = 0 when the quantity inside the square
brackets is negative. In the case of pure vertical shear of the horizontal wind, this occurs
when the Richardson number exceeds 0.25. The vertical grid size is %z, C = 1, and /e
is the effective static stability. This switches between a dry and a moist value depending
on a generalized relative humidity H = rt/rs:

/e = A
∂θe

∂z
+ (1 − A)

∂θ

∂z
, (A.5)

with a switching function A = {(H − 1)/δH + 1}/2, where δH = 0.02 and where A is
limited to the range 0 � A � 1. The gradual switch emulates situations in which a grid
box is partially saturated and partially unsaturated, and also avoids numerical problems
which can occur with the eddy mixing turning on and off instantaneously.

The surface flux sources are concentrated in the lowest model layer and are derived
from a bulk flux formula. For example, the entropy surface source term is

Ses = CdUe{θess − θe(0)}/(%z/2) (A.6)

where Cd = 0.001 is the drag coefficient, θess is the saturated sea surface equivalent
potential temperature, θe(0) is the equivalent potential temperature of the air at the
lowest model level, and where the effective surface wind speed is

Ue = {vx(0)2 + vy(0)
2 + W 2}1/2. (A.7)

The quantities vx(0) and vy(0) are the surface wind components and W = 3 m s−1

accounts for the effects of local gustiness. Similar equations obtain for the mixing
ratio and the wind stress. The same drag coefficient is used for the stress and the
thermodynamic fluxes.

The flux-conservative Lax–Wendroff numerical scheme is used for all fields. The
contributions of eddy mixing, the external sink terms, and the precipitation generation
are only included in the final step of the Lax–Wendroff scheme, since a very short time-
step is dictated by the CFL criterion on sound waves, resulting in little error in the
evaluation of the terms representing the above slower processes.

The horizontal eddy mixing coefficient is defined

Kh = λf%
2/4 (A.8)

where % ≡ %x = %y is the horizontal grid size and λf is a specified rate constant. This
term is needed to damp 2%x oscillations which otherwise develop as the result of the
nonlinear cascade of energy to small scales. A value of λf = 0.003 s−1 is sufficient to
accomplish this.
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