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Summary

This paper prototypes a method for calibrating a cumulus parameterization
against a cumulus ensemble model. The key to this technique is to run the cumu-
lus model and the parameterization in identical �test cells� which provide forcing
typical of that seen over tropical oceans. In particular, the mean temperature
pro�le is relaxed to a reference pro�le which is assumed to be characteristic of
the environment of the convection. This is done by calculating the mean ver-
tical velocity needed to balance heating due to convection, latent heat release,
and radiation with adiabatic cooling. This �weak temperature gradient� (WTG)
vertical velocity pro�le is then used to advect moisture vertically and, via mass
continuity, through the sides of the test cell, entraining reference pro�le air as
needed.

As an example, a toy cumulus parameterization used previously is altered
to reproduce the dependence of rainfall rate on surface wind speed shown by
the cumulus ensemble model. This alteration greatly modi�es the behavior of
simulated large-scale disturbances in an aquaplanet equatorial beta-plane model.
In particular, increasing the slope of the rainfall rate-wind speed curve results in
the development of much more synoptic-scale variance.

1 Introduction

Ample evidence exists that the form and distribution of tropical convection and precipita-
tion in atmospheric global circulation models (AGCMs) depends strongly on the parametric
treatment of deep convection in the models (Slingo et al. 1994; Wang and Schlesinger 1999;
Maloney and Hartmann 2001; Randall et al. 2003; Mapes et al. 2004; Zhang and Mu 2005;
Zhang et al. 2006). Unfortunately, it is not easy to test incisively whether convection and
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other diabatic parameterizations are doing the right thing. The most obvious test is to
compare model climatology with observations, but where disagreements are found, they are
notoriously di�cult to attribute to the actual source of the error.

Frustration with this state of a�airs has led to attempts to install separate cumulus en-
semble models in each grid box of a global model, each of which carries out the duties of a cu-
mulus parameterization in its assigned box. This so-called superparameterization technique
was pioneered by Grabowski and Smolarkiewicz (1999), Grabowski (2001), Khairoutdinov
and Randall (2001), and Randall et al. (2003). The hope is that explicit calculation of deep
convection over a small sub-region of each grid cell will yield representative statistics for
sub-grid �uxes and precipitation which can be applied to the entire cell. In spite of the fact
that parametric representations of cloud physics and small clouds must still be provided,
these calculations appear promising.

Given the enormous computational cost of such calculations, it seems reasonable to ask
whether the additional skill provided by this technique can be accessed in a more economical
fashion. In particular, if a cumulus parameterization can be made to mimic quantitatively
the behavior of convection in a cumulus ensemble model, then perhaps the calibrated pa-
rameterization can be used in place of the ensemble model in each grid cell of the large-scale
simulation.

The key to comparing the two is to place the cumulus ensemble model and the candidate
parameterization in identical �test cells� which exhibit the approximate range of behaviors
actually seen in the grid cells of a large-scale model. A test performed by Sobel and Brether-
ton (2000) is very enlightening in this regard. Starting from the well-known tendency of the
tropical atmosphere to redistribute buoyancy anomalies so as to homogenize the virtual tem-
perature on isobaric surfaces, these investigators decoupled neighboring grid columns from
each other in a large-scale model and replaced the complex interaction between columns
with the instantaneous relaxation of the temperature pro�le in each column to a common
reference pro�le. This relaxation was e�ected by imposing a vertical velocity pro�le which
produced just enough adiabatic cooling to counter the heating produced by the convective
parameterization. The vertical velocity computed in this manner was also used to produce
a vertical advective tendency in the mixing ratio. Remarkably, the resulting patterns of
precipitation and divergence were approximately the same as those which occurred in the
full model. Bretherton dubbed this approximation the weak temperature gradient (WTG)
approximation (Sobel, Nilsson, and Polvani 2001), and Sobel and Bretherton (2000) showed
that the WTG approximation represents reasonably well the net e�ect on any tropical grid
column of the rest of the model.

The success of the WTG approximation tells us how to design our test cell for cumulus
parameterizations; calculate the cell-mean vertical velocity pro�le needed to counter hori-
zontally averaged heating and allow it to advect moisture vertically and entrain air from
�xed reference conditions. Raymond and Zeng (2005) implemented just such a test cell for a
cumulus ensemble model and Derbyshire et al. (2004) developed a somewhat similar scheme.
These ideas have also been explored by Bergman and Sardeshmukh (2004) and Mapes (2004).

Note that this scheme di�ers somewhat from the more commonly used form of cumulus
ensemble model in which the vertical velocity pro�le responsible for the advective tendencies
is derived from observations or other external considerations (Randall et al. 1996; Xu and
Randall 1996; Grabowski et al. 1996). Though technically there is nothing wrong with this
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approach, it has conceptual problems having to do with the direction of causality if, as
we believe is generally true in the tropics, the convection and radiation themselves largely
determine the mean vertical velocity (see Raymond and Zeng 2005). The WTG scheme thus
di�ers from the case in which the domain-averaged vertical motion is prescribed in that the
mean vertical velocity is determined internally from the condition that the mean virtual
temperature pro�le must continue to approximate that of the surroundings.

The purpose of this paper is to show by example that the procedure outlined above can
be carried out. The results should be viewed as a �proof on concept� rather than a de�nitive
result, as more stringent comparisons need to be made between the parameterizations and
the model, and the cumulus ensemble model itself needs upgrading in a number of ways.
Nevertheless, the model results do highlight the importance of the relationships between
surface wind speed, tropospheric humidity, and precipitation and the resulting statistical
character of tropical synoptic and intraseasonal disturbances.

In section 2 we describe the WTG approximation test cell and present the cumulus
ensemble model calculations needed to calibrate the cumulus parameterization. We modify
the cumulus parameterization of Raymond and Torres (1998) and Raymond (2000a, 2001)
to match the cumulus ensemble model results in section 3, while in section 4 we explore the
e�ects of these modi�cations on the power spectra of modeled synoptic and intraseasonal
disturbances over tropical oceans. Results are summarized and conclusions are drawn in
section 5.

2 The cumulus ensemble model in WTG mode

The WTG test cell is �rst described in this section, followed by a presentation of results
from cumulus ensemble model calculations.

2.1 The WTG test cell

Raymond and Zeng (2005) describe the use of WTG in the context of a cumulus ensemble
model, and the reader is referred to this paper for details of the method. Here we con�ne
ourselves to summarizing the equations for the highly truncated large-scale model assumed
by WTG. The domain-averaged potential temperature θ in the cumulus model is assumed
to obey

∂ρθ

∂t
= ρ(Sθ − Eθ) (1)

where Sθ is the potential temperature tendency due to radiation, latent heat release, and the
vertical eddy transport of heat in the model, averaged over the model domain.1 The density
ρ is assumed to be a function only of height.

The quantity Eθ represents the domain-averaged cooling needed to keep the mean poten-
tial temperature pro�le approximately equal to that of the surrounding environment θR(z).
We determine the needed Eθ by a relaxation process dependent on the deviation of the actual
mean potential temperature pro�le θ(z) from this reference pro�le:

Eθ = λx sin(πz/h)[θ(z)− θR(z)] (2)
1Note that the notation di�ers slightly from that of Raymond and Zeng (2005).
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for 0 < z < h, where h is the depth of the troposphere and λx is an assumed relaxation
rate. The sine function is included in order to make the relaxation strongest in the middle
troposphere and zero at the surface and the tropopause. Imagining Eθ to be the consequence
of dry adiabatic vertical motions, we de�ne the weak temperature gradient vertical velocity

wD =
Eθ

(∂θ/∂z)
, (3)

which is simply the domain-averaged vertical velocity needed to produce this adiabatic cool-
ing.

In the boundary layer and near the tropopause (3) provides an unreliable estimate of
the vertical velocity, since the potential temperature gradient is small in both regions. For
the lowest kilometer, we therefore approximate wD by a linear interpolation between its
value at one kilometer and zero at the surface. For upper levels just below the tropopause
where ∂θ/∂z is frequently small, we set 1 K km−1 as a lower bound for this quantity in (3).
Note that the cumulus ensemble model actually has periodic lateral boundary conditions,
and hence zero mean vertical velocity, so wD appears in the model only via the resulting
advective tendencies of thermodynamic quantities.

The domain-averaged vertical pro�le of total cloud water mixing ratio rt is assumed to
obey an equation similar to (1):

∂ρrt

∂t
= ρ(Sr − Er). (4)

The quantity Sr is the domain-averaged source of total cloud water and Er is minus the
tendency of cloud water due to environmental motions:

Er = wD
∂rt

∂z
+

(rt − rx)

ρ

∂ρwD

∂z
. (5)

The �rst term in this equation represents the e�ects of large-scale vertical advection, while the
second represents entrainment of air from the surrounding environment. Since entrainment
occurs when the mass convergence ∂ρwD/∂z > 0, we set rx equal to the reference pro�le rR(z)
for positive mass convergence and to rt when mass convergence is negative. This formulation
assumes (somewhat unrealistically) that entrained air is immediately mixed in the horizontal
through the entire domain. It also neglects the possible e�ects of ventilation due to a sheared
environment. Signs are a bit confusing, since Sr is negative when the modeled convection
is removing net water from the column due to precipitation. The quantity −Er can then
be thought of as the rate at which the environment is supplying water vapor to the model
domain.

Radiative cooling in this calculation is expressed as a �xed equivalent potential temper-
ature sink set to 2 K d−1 up to 12 km, tapering linearly to zero at 15 km.

2.2 Cumulus ensemble model in WTG test cell

The procedure for using these equations is �rst to create reference pro�les of potential tem-
perature θR(z) and total cloud water rR(z) by integrating the model to a steady equilibrium
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Figure 1: Radiative-convective equilibrium sounding for cumulus ensemble model on 512 km
domain. Plotted left to right are curves representing dry entropy, moist entropy, and satu-
rated moist entropy.

state with λx = 0 and with a �xed value of the imposed wind speed and SST. Under these
conditions Eθ, Er = 0, so the equilibrium state is just one of radiative-convective equilibrium
in which Sθ, Sr = 0. These equilibrium pro�les are then taken as the reference pro�les for
WTG calculations in which λx 6= 0 and (1) and (4) are integrated to a steady state. Ray-
mond and Zeng (2005) used λx = 0.15 ks−1, or about (2 h)−1, and this value is used for all
calculations presented in the paper. The WTG calculations are then performed for a variety
of imposed wind speeds, and quantities such as equilibrium rainfall rate, evaporation rate,
and saturation fraction are computed for each case. Saturation fraction is de�ned

F =

∫ ∞

0

ρrtdz

/∫ ∞

0

ρrsdz (6)

where rs is the saturation mixing ratio. The idea is that the resulting values of these
quantities should approximate those which would actually occur in the tropical atmosphere
for the given surface wind speeds (and hence surface �uxes) and environment de�ned by the
speci�ed reference pro�les.

In this paper we adopt the results of Raymond and Zeng (2005) and some additional
results for a larger domain as baseline cumulus ensemble calculations. In obtaining these
results, the radiative-convective equilibrium calculation assumed an imposed mean surface
wind speed of 5 m s−1 and an SST of 303 K. The time-averaged domain mean of the latter
part of this calculation was used as an environmental reference pro�le for WTG simulations
performed with a variety of imposed wind speeds, but with other parameters the same as
in the reference calculation. The results of Raymond and Zeng (2005) were obtained on a
two-dimensional domain 50 km in the horizontal and 20 km in the vertical. Subsequently
we repeated these calculations with a 512 km horizontal domain, but with no other changes.
In both cases the grid size was 500 m in the horizontal by 250 m in the vertical. Figure 1
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Figure 2: Results of WTG calculations with cumulus ensemble model on 50 km and 512 km
domains. (a) Rainfall and evaporation rate in equilibrium as a function of imposed wind
speed. (b) Mean equilibrium saturation fraction in model domain as a function of imposed
wind speed.

shows the radiative-convective equilibrium sounding for the 512 km domain.

Figure 2 shows how rainfall rate, evaporation rate, and domain-mean saturation fraction
vary with imposed wind speed. The results are averages over the last 14 d of 23 d simulations.
For low wind speed, rainfall is essentially zero and the saturation fraction is small. As wind
speed increases, both the rainfall and the evaporation increase, but the rainfall increases more
rapidly, crossing the evaporation curve near a wind speed of 6 m s−1. Saturation fraction
asymptotically approaches a limit of about 0.87 for wind speeds in excess of about 7 m s−1

for the 50 km domain and about 0.75 for the 512 km domain. Aside from this di�erence,
the curves are remarkably similar for the two domain sizes.

The di�erence between the rainfall and evaporation rates represents the contribution of
moisture convergence to the moisture budget. As the wind speed increases, the ratio of
rainfall to evaporation increases, reaching about 3 to 1 at 20 m s−1. Below 6 m s−1 moisture
divergence occurs since there is less rainfall than evaporation.

As noted in Raymond and Zeng (2005), the rainfall doesn't balance the evaporation at
the imposed wind speed 5 m s−1. The imbalance is not large, but there is no reason why
it should be exactly zero, as the radiative-convective equilibrium calculation di�ers slightly
from the WTG calculation. In particular, the former lacks the explicit relaxation back toward
a reference pro�le present in the latter.
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Table 1: Parameter values in simulations. Other parameters are as listed in table 2. Each
test name corresponds to both a set of WTG test cell calculations and a large-scale model
integration.

Test s λp( ks−1) λe( ks−1) µ(z) Comment
OMJO 1 2× 10−5 200 shallow similar to old MJO model
S1 1 1× 10−4 300 deep
S2 2 2× 10−4 300 deep
S4 4 4× 10−4 300 deep best match to cumulus model
S8 8 1× 10−3 300 deep

BISTAB 1 2× 10−5 200 deep bistable for low wind

3 Tuning the cumulus parameterization

In this section we �rst describe pertinent aspects of the cumulus parameterization. A more
complete description is given in the appendix. We then tune the parameterization to mimic
the behavior of the cumulus ensemble model using a WTG test cell identical to that used
with the cumulus model. The model runs used in this paper are summarized in table 1.

3.1 Convective rain parameterization

The calculations with the cumulus ensemble model are now repeated with a slightly updated
version of the toy cumulus parameterization of Raymond and Torres (1998) and Raymond
(2000a, 2001). The same �xed radiative cooling and surface �ux formulations are used as
in the cumulus ensemble model calculations. The bulk of the calculations were made with
an SST of 302 K as in Raymond (2001), or 1 K less than for the cumulus ensemble model.
Tests at 303 K show no signi�cant di�erences for the lower SST in the model metrics used
in this paper, so comparison with the results of the cumulus ensemble model calculations is
justi�ed.

In the present model all precipitation is controlled by the toy cumulus parameterization
� there is no �resolved-scale precipitation�. Two forms of precipitation are produced by
the parameterization, stratiform and convective precipitation. The former simply converts
condensate in stratiform cloud regions into precipitation at a rate λs = 0.1 ks−1. The
rate limiting process is not this rate, but the rate at which the large-scale model supplies
condensate. Thus, there is little to tune in this part of the precipitation parameterization.

In contrast, there are a number of parameters controlling the rate at which convective
precipitation is produced, and the behavior of the WTG calculation is sensitive to these
parameters. Equation (23) shows that the convective part of precipitation production takes
the form

CRc = λp(rv/rs)
sµ(z) (7)

where rv is the vapor mixing ratio, rs is the saturation mixing ratio, µ(z) is a shape function,
and λp and s are constants. The parameter s is the �sti�ness�, or the sensitivity of convec-
tive precipitation production to changes in relative humidity rv/rs; it and the convective
precipitation rate constant λp turn out to play a crucial role when the parameterization is
embedded in a large-scale dynamical model.
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Figure 3: Shallow (solid) and deep (dashed) forms of the convective precipitation shape
function µ(z) employed in this paper.

This form of convective precipitation production is subject to numerical problems in the
upper troposphere, where the conversion of vapor to precipitation in one time step can easily
exceed the mixing ratio of vapor at that level. This problem is solved by limiting the rate
predicted by (7) at each level to 30% per kilosecond of the available vapor at that level.
Since all time steps used in this paper are less than 1 ks, numerical di�culties are avoided.

The two forms of the shape function µ(z) used in this paper are illustrated in �gure 3.
In both cases convective precipitation conversion begins at z = 2 km and ends at the top of
the convection. In the �shallow� case, conversion reaches full strength at z = 4 km whereas
this is delayed until 10 km in the �deep� case. In terms of the model parameters, the shallow
case corresponds to zp = 3 km and zs = 2 km, whereas in the deep case, zp = 6 km and
zs = 8 km. The form of µ(z) has a strong e�ect on the radiative-convective equilibrium
potential temperature (or dry entropy) pro�le.

3.2 Cumulus parameterization in WTG test cell

The �rst calculation in this subsection employs parameters which approximate those used in
the MJO simulations of Raymond (2001), i. e., with s = 1, λp = 2×10−5 ks−1, λe = 200 ks−1,
and a shallow convective precipitation pro�le, but with cloud-radiation interactions turned
o� (test OMJO in table 1). Figure 4 shows that the rainfall rate does not increase nearly as
much with wind speed as it does in the cumulus ensemble model results shown in �gure 2.
At a wind speed of 20 m s−1, the rainfall rate is only twice the evaporation rate, whereas it
is three times the evaporation rate at this wind speed for the cumulus ensemble model. This
ratio is of fundamental importance, because it expresses the amount of latent heat release
produced, and hence the strength of the resulting thermal circulations, in response to a given
surface evaporation rate.

As �gure 5 shows, the radiative-convective equilibrium state produced by the parame-
terization with this set of precipitation parameters is considerably more moist than in the
cumulus ensemble results (compare with �gure 1). Increasing the convective precipitation
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Figure 4: Results of WTG calculations using the cumulus parameterization with parameters
characteristic of the MJO simulations by Raymond (2001; test OMJO). Otherwise, like �gure
2.

100 150 200 250 300
entropy (J/kg/K)

1000

900

800

700

600

500

400

300

200

100

pr
es

su
re

 (
hP

a)

RCE, Test OMJO

Figure 5: Radiative-convective equilibrium pro�les from the cumulus parameterization of
(left to right) dry entropy, moist entropy, and saturated moist entropy for the case of �gure
4.
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Figure 6: As in �gure 4 except with test S1.

rate λp decreases the upper tropospheric humidity in the model, but by itself increases the
dry static stability to unacceptable levels in the lower troposphere. However, changing to
the deep convective precipitation pro�le alleviates this problem.

Figure 6 shows the rainfall and evaporation rates as well as the saturation fraction as
a function of imposed wind speed for parameter values s = 1, λp = 1 × 10−4 ks−1, λe =
300 ks−1, and for a deep convective precipitation pro�le (test S1 in table 1), while �gure
7 shows the corresponding radiative-convective equilibrium sounding. The pro�les of moist
entropy and saturated moist entropy are signi�cantly di�erent than those produced by the
cumulus ensemble model. However, the relative humidity as a function of height (as indicated
by the value of the moist entropy relative to the dry and saturated moist entropies at each
height) approximates that produced by the cumulus ensemble model. Increasing the value
of λp by a factor of 5 over that in the previous case thus has the desired e�ect in this
regard. However, as �gure 6 shows, the increase in rainfall rate with imposed wind speed
still does not match the cumulus ensemble model results, though it is an improvement over
the previous case.

Three additional WTG runs were made with increasing values of sti�ness s, listed as
tests S2, S4, and S8 in table 1. As s was increased, λp had to be increased also, as shown
in this table, in order to maintain a realistic relative humidity pro�le. Figure 8 shows the
rainfall rate, etc., as a function of imposed wind speed for the case (test S4) with s = 4 and
λp = 4× 10−4 ks−1. This case produced results closer to the cumulus ensemble results than
any of the others. In particular, the precipitation rate as a function of wind speed matches
the cumulus model reasonably well. The saturation fraction as a function of imposed wind
speed shows general agreement but signi�cant di�erences in detail. Given the simple nature
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Figure 7: As in �gure 5 except for test S1.
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Figure 9: Rainfall rate as a function of imposed wind speed for test BISTAB. In this test
two di�erent equilibrium rainfall rates exist for low wind speeds.

of the cumulus parameterization, the agreement is reasonable.
Interesting behavior occurs when the OMJOWTG test cell calculation is altered solely by

changing the convective precipitation pro�le from shallow to deep. This simulation exhibits
bistable behavior for wind speeds ≤ 5 m s−1, with two possible equilibrium values of rainfall
rate. This behavior is illustrated in �gure 9 and the simulation is labeled BISTAB in table
1. Such behavior is reminiscent of that noted in the two-column simulations of Raymond
and Zeng (2000) using an earlier version of the cumulus parameterization employed here.
In light of these earlier results, the cumulus ensemble model was tested carefully, and such
bistable behavior was not found. Thus, if the cumulus ensemble model is representative of
the real world, such bistable behavior in the earlier two-column model, and in the current
WTG model with this choice of parameters, must be spurious.

Note that two types of bistability were found by Raymond and Zeng (2000), that oc-
curring with and without cloud-radiation interactions. Since the cumulus ensemble model
calculations of Raymond and Zeng (2005) were done with �xed radiative cooling, we can
draw no conclusions as to whether radiative e�ects can induce bistable behavior in the real
world.

4 Large-scale simulations

In this section we investigate the sensitivity of large-scale model simulations to the above-
described changes in the cumulus parameterization. A series of aquaplanet channel model
simulations on an equatorial beta plane was run using a slightly improved version of the model
of Raymond (2001). The main di�erence is that the model is recoded in the C language.
Other di�erences are in the numerics and in the cumulus parameterization. Unlike the earlier
model, all variables are cell-centered. Weak∇4 smoothing reduces the need for other forms of
damping, resulting in a more lively model. The cumulus parameterization used is described
in this paper. Tuning the cumulus parameterization to the cumulus ensemble model results
in signi�cant changes in the large-scale circulations predicted by this model.
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Figure 10: Root-mean-square variance as a function of time of surface zonal wind within
3000 km of the equator for the cases listed in table 1.

4.1 Initiation of simulations

The computational domain is 40000 km in x (east) by 10000 km in y (north), centered on
the equator, and with a horizontal cell size of ∆x = ∆y = 250 km. The domain top is
80 hPa with an assumed domain-top potential temperature of 380 K. Forty vertical levels
are used, so that ∆σ = 0.025. All variables are de�ned on cell centers. Simulations are
started from rest with a constant SST of 302 K and a pro�le of temperature and humidity
obtained from a radiative-convective equilibrium calculation run with an assumed surface
wind of 5 m s−1. The same cloud physics parameters are used in the simulation and the
radiative-convective equilibrium calculation in each case. A noise pattern is applied initially
to the lower troposphere humidity �eld of the form

rt ← rt[1 + 0.3R(z/zs) exp(1− z/zs)] (8)

where zs = 3 km and where for each grid point R varies randomly over the interval [−1, 1].
The calculations are then run for 20000 ks, or about 231 d. Any disturbances grow out of
this noise �eld. Note that unlike Raymond (2000a, 2001), cloud-radiation interactions are
turned o� for these simulations.

4.2 Simulation results

For each of the WTG test cell cases presented in section 3, corresponding equatorial beta
plane simulations were made with identical precipitation parameters. These cases are listed
in table 1. In all cases growing disturbances develop out of the random humidity noise.
However, the rate of development varies signi�cantly from case to case. Details of these
simulations are not presented; only their gross statistical characteristics are discussed here.

Figure 10 shows that the cases with the largest values of the precipitation sti�ness param-
eter s develop the most rapidly. Among those cases with the same sti�ness s = 1 (OMJO,
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S1, BISTAB), shallow as opposed to deep convective precipitation pro�les and larger values
of the precipitation conversion rate λp favor more rapid growth. The BISTAB case hardly
develops at all in the period shown.

In terms of observable output rather than model parameters, examination of �gures 4, 6,
8, and 9 shows that the steeper the dependence of equilibrium rainfall rate on imposed wind
speed, the more rapidly the disturbance develops. Thus, the sensitivity of the equilibrium
rainfall rate to surface wind speed, and hence the total surface heat �ux, appears to be a
good indicator of the rate of development of large-scale tropical disturbances in the present
model. The signi�cance of this discovery is discussed later.

A zonal power spectral analysis of the variance of rainfall rate averaged over −1500 km ≤
y ≤ 1500 km and the last half of the simulation is shown for the cases OMJO and S4 in �gure
11. Comparing the two, the peak in the variance is shifted from zonal wavenumber 1 to 2 in
S4, and much more variance exists at shorter wavelengths. This emphasizes how important
the change in the cumulus parameterization is for the development of disturbances on the
scale of a few thousand kilometers.

Figure 12 is a combined zonal-time power spectral analysis for cases OMJO and S4 similar
to that performed by Wheeler and Kiladis (1999), except that the red noise background is not
subtracted and both equatorially symmetric and antisymmetric disturbances are included.
The increase in power at higher wavenumbers is seen as in �gure 11. In OMJO the only
deviation from red noise is the tendency of disturbances to move to the west, as indicated
by the concentration of power at negative wavenumbers. This slow westward drift may be
simply the result of westward advection with the easterly trade winds. A tendency toward
westward drift is evident in the S4 case as well, but eastward propagation is also present,
as indicated by the spectral power at large frequency and positive wavenumber. Some hint
of Kelvin and Madden-Julian modes is thus present at low amplitude, though the spectral
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B: Test S4

Figure 12: Joint zonal-time power spectrum of rainfall for (a) test OMJO and (b) test S4.
Solid contours start at 60 (heavy line), incrementing by 60. Dashed contours start at 10,
incrementing by 10 up to 40. Power units are arbitrary. The zonal wavenumber k, the
latitudinal averaging, and the analyzed time interval are as in �gure 11 and ω is scaled so
that the phase speed ω/k has the units of meters per second. The rainfall is de-trended in
time before the spectrum is computed and the spectrum is smoothed slightly in wavenumber.

distribution is still quite di�erent from that observed in the earth's atmosphere. However the
sea surface temperature is uniform, and thus not representative of the actual distribution.
Imposition of a realistic distribution results in much stronger eastward propagation (results
not shown). Since the focus of this paper is on more general questions, the behavior of the
model with realistic boundary conditions is not pursued further here.

5 Discussion and conclusions

This paper presents two main results, one speci�c and one general. The general result is a
demonstration of how a cumulus ensemble model run in weak temperature gradient mode
can be used to test a cumulus parameterization. We note that the testing presented here
is only for the equilibrium behavior of convection. Tests of transient behavior remain to be
implemented. This could be done, for instance, by imposing a reference pro�le which is an
oscillatory function of time.

The speci�c result is that we have exposed an important sensitivity in cumulus param-
eterizations � the rate of increase of equilibrium precipitation rate with surface wind speed.
Two parameters in the cumulus parameterization are responsible for most of the changes in
model behavior: one, λp, controls the conversion rate of water vapor to precipitation at a
speci�c environmental relative humidity and the other, s, controls how rapidly the precipita-
tion rate increases as relative humidity increases. We now examine the signi�cance of these
parameters.
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Figure 13: Joint frequency distributions between (a) rainfall rate and surface wind speed and
(b) rainfall rate and saturation fraction for test OMJO. Sample is limited to within 2000 km
of the equator and the last half of the simulation. The darker the gray scale, the higher the
frequency of occurrence.

Fuchs and Raymond (2002, 2005) developed a linearized model of the large-scale tropical
�ow, based on a highly simpli�ed treatment of rainfall, which assumes that the deviation of
the precipitation rate from that in a radiative-convective equilibrium state takes the form

P ′ = αQ′, (9)

where Q′ is the deviation in the precipitable water from the radiative-convective equilibrium
value and α is a rate constant.2 The corresponding relation in the present model may be
written approximately as

P = PR(Q/QR)s, (10)

where s is the sti�ness parameter discussed earlier, and where λp is incorporated into the
radiative-convective equilibrium values of precipitation rate PR and precipitable water QR.
Identifying P ′ = P − PR and Q′ = Q−QR, (10) may be linearized as

P ′ = s(PR/QR)Q′. (11)

2An additional term in this equation involving the deviation in the convective available potential energy
from its equilibrium value is omitted here for simplicity.
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Figure 14: As in �gure 13 except for test S4.

Comparison with (9) shows that the moisture equilibration rate constant α is given by

α = s(PR/QR). (12)

For typical tropical equilibrium values PR = 4 mm d−1, QR = 50 mm, and (PR/QR)−1 ≈
12 d. Thus, if s = 1, then α−1 ≈ 12 d, which is much longer than the value 1 d chosen by
Fuchs and Raymond (2005) or the value range 0.5 − 2.5 d found by Sobel and Bretherton
(2003) and Bretherton et al. (2004) from numerical modeling and observation. Our favored
value s = 4 yields α−1 ≈ 3 d, which is much closer to the above range. Thus, our cumulus
ensemble model and the results of Sobel and Bretherton (2003) on one hand and Bretherton
et al. (2004) on the other are in agreement within a factor of two. Our work suggests that
α−1 is a factor of four smaller than the natural moisture adjustment time scale QR/PR due
to the sti�ness of the humidity-precipitation rate relationship.

These results indicate that the time scales for moisture adjustment computed in the sim-
ple schematic model of Raymond (2000b) are too long due to the simple inverse relationship
between saturation de�cit and precipitation rate assumed in that paper. A sti�er depen-
dence of rainfall on saturation de�cit would reduce adjustment time scales in that model as
well.

Figures 13 and 14 show joint frequency distributions for tests OMJO and S4 between
rainfall rate and surface wind speed on one hand and rainfall rate and saturation fraction
on the other. The tight relationship between rainfall rate and saturation fraction seen in the
WTG simulations is maintained in the beta plane model runs. However, this relationship
is much more like that observed in the cumulus ensemble model results in S4 than it is in
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OMJO. In the latter case near-saturation of the troposphere was needed to produce heavy
rainfall. The modi�ed treatment of convective rainfall has changed this picture completely
in S4. The sort of relationship between rainfall rate and saturation fraction seen in S4 is
found in the real world according to the observations of Bretherton et al. (2004).

In a steady state the present model yields a one-to-one relationship between surface wind
speed and rainfall rate as well as between saturation fraction and rainfall. As �gures 13
and 14 show, this relationship exists also in the beta plane model result, but is much less
sharp than for saturation fraction and rainfall. This means that the equilibration time for
the vertical rearrangement of moisture by convection is much smaller than the time scale for
changing the total amount of moisture in a column. Evidently the convection itself e�ects
this redistribution very rapidly, at least in the cumulus ensemble model and in the cumulus
parameterization, resulting in the well-de�ned precipitation-saturation fraction results seen.
In short, it appears that the equilibrium time for vertical redistribution of moisture is less
than the dynamical time scale of the modeled disturbances, while the equilibrium time for
the lateral distribution of moisture is longer than the dynamical time scale.

As Derbyshire et al. (2004) noted, many cumulus parameterizations do not reproduce the
strong sensitivity of precipitation to tropospheric humidity. The present results show that
this sensitivity has signi�cant dynamical consequences. In particular, increased sensitivity
of this type results in more rainfall variance at smaller space and time scales.

The role of cloud-radiation interactions in destabilizing intraseasonal disturbances is a
confusing and controversial issue at this point, and the fact that the model of Raymond
(2001) and the current, nearly identical model cannot agree on this question illustrates how
sensitive these disturbances are to small changes. However, the present result that cloud-
radiation interactions are not needed to destabilize the environment is in agreement with
Grabowski (2003) and Grabowski and Moncrie� (2004).

Acknowledgments. Thanks go to Adam Sobel and Chris Bretherton for extensive dis-
cussions about the weak temperature gradient approximation. This work was supported by
National Science Foundation Grant No. 0352639.

6 Appendix: The cumulus parameterization

The cumulus parameterization is descended from that of Raymond and Torres (1998) and
Raymond (2000a, 2001). It is an adjustment scheme, with separate calculations made for
shallow and deep convection. The forms of the convective source terms for each type of
convection are similar; for equivalent potential temperature θe, total cloud water mixing
ratio rt, and the horizontal velocity v, they are

Seci =

(
θe − θe(z) +

Fe

M

)
η(z) (13)

Sri =

(
rt − rt(z) +

Fr

M

)
η(z)− CR(z) (14)

Svi =

(
v − v(z) +

Fv

M

)
η(z) (15)
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where Fe, Fr, and Fv are the surface �uxes of the corresponding variables, M is the mass
per unit area in the column extending from the surface to the top of the convection, and
η(z) is the rate function

η(z) = λc(1 + az/d)Λ(d− z) (16)

where d is the depth of the convective layer, a and λc are constants, and with Λ(x) = 1 for
x > 0 and Λ(x) = 0 for x < 0.

Separate calculations are made for shallow and deep convection. Shallow, planetary
boundary layer (PBL) convection is assumed to have the prescribed depth d = b. The
depth d = D of deep convection is assumed to be the level of neutral buoyancy for parcels
with average characteristics of the PBL, i. e., averaged over the height range 0 < z < b.
In calculating this, the highest level of neutral buoyancy is taken, thus ignoring possible
inversions and stable layers at intermediate altitudes. The value a = 0 is used in (16) for
deep convection, while a = −1 is used for shallow convection.

Observations over warm tropical oceans generally show positive buoyancy for PBL parcels
everywhere in the troposphere except for a stable layer just above the PBL (Raymond et al.,
2003). The partitioning between shallow and deep convection in each grid box is decided on
the basis of the convective inhibition in this layer. The parameter ε is taken as a measure of
this inhibition:

ε = T (θeb − θet, ∆θe), (17)

where ∆θe is a constant, θeb is the mean equivalent potential temperature in the height
range 0 < z < b and θet is the mean saturated equivalent potential temperature in the range
b < z < 2b. The function T (x, y) is a �throttle function�, i. e.,

T (x, y) =


0, x < −y/2

x/y + 1/2, −y/2 < x < y/2
1, x > y/2

. (18)

Actual pro�les of convective source terms are computed as weighted averages of the shallow
and deep convective pro�les, indicated respectively by subscripted s and d:

Sec = εSecd + (1− ε)Secs (19)

etc.
The overbar applied to any variable χ(z) is

χ =
1

M

∫ d

0

ρ(z)η(z)χ(z)dz (20)

where ρ(z) is the atmospheric density pro�le and where

M =

∫ d

0

ρ(z)η(z)dz. (21)

Equations (13)-(15) are designed so that, for instance,∫ d

0

ρ(z)[θe − θe(z)]η(z)dz = 0. (22)
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Thus, the �rst two terms represent a conservative redistribution or adjustment which at-
tempts to homogenize vertically the variable in question. The third term on the right of
these equations represents the vertical distribution of surface �uxes. This distribution is
weighted by the function η(z).

The vertical pro�le CR(z) represents the conversion of total cloud water (vapor plus cloud
droplets) to precipitation, and it takes a rather complex form

CR = λp(rv/rs)
sµ(z) + λs(rt − rs)Λ(rt − rs)T (Γe − Γt, Γs)

−λe(rs − rt)Λ(rs − rt)rp (23)

involving three terms.
The third term represents the evaporation of precipitation. The quantities rs and rp are

the saturation and precipitation mixing ratios and λe is a constant controlling the evaporation
rate.

The second term represents the formation of precipitation in regions that are saturated on
the large scale, and λs is the rate constant controlling this process. The quantity Γe = dθe/dz
and Γt is a constant threshold value of Γe, while Γs de�nes the range over which the throttle
function turns on. The purpose of the throttle function in the second term of (23) is to
suppress the conversion of cloud water to precipitation in saturated regions where Γe < 0.
Since grid-scale saturation with negative Γe is unstable, it cannot exist for long. Such regions
are viewed as being mainly unsaturated, but pierced by saturated columns of convection of
su�cient density to render the average cloud water content saturated. The instability in this
case resides solely in the convective columns, and it is inappropriate to turn on �stratiform�
processes there.

The �rst term represents the conversion of cloud water to precipitation by convective
columns in regions which may or may not be saturated on the grid scale. This process is
governed by the rate constant λp and is assumed to be proportional to the relative humidity
rv/rs to the power s, which is called the sti�ness of the dependence of precipitation on
relative humidity. The variable rv is the water vapor mixing ratio. The function µ(z) takes
the assumed form

µ(z) = T (z − zp, zs)Λ(d− z). (24)

It thus causes convective precipitation formation to turn on starting at height z = zp− zs/2,
with full strength reached at height z = zp + zs/2. In any case, convective precipitation
is not allowed above the convective top z = d. The reasoning here is that shallow clouds
do not precipitate. In addition, if the convective precipitation term as calculated above
removes more than 30% of rt in a single time step, it is limited to this 30% magnitude, thus
suppressing unphysical oscillations in the simulation.

The vertical pro�le of precipitation rate P = ρwtrp is assumed to adjust instantly to
conditions in the grid box, and thus obeys the time-independent vertical advection equation

1

ρ

∂P

∂z
= −CR, (25)

with P = 0 at the top of the domain. Thus, integrating (25) down from the top yields the
precipitation rate at the surface.
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Table 2: Parameters used in the cumulus parameterization.
Parameter Value Meaning

λc 0.003 ks−1 convective mixing
λp various ( ks−1) convective precipitation
λs 0.1 ks−1 stratiform precipitation

Γt, Γs 2 K km−1(both) lower bound of dθe/dz for strat precip
λe various ( ks−1) evaporation of rain
s various (dimensionless) convective rain production sti�ness

zp, zs various ( km) convective rain height distribution
wt 5 m s−1 precipitation terminal velocity
b 1.5 km depth of PBL

∆θe 4 K slop in convective throttle
∆T 0.5 K slop in surface �ux throttle
CD 0.001 surface drag coe�cient
W 3 m s−1 minimum wind for surface �uxes

A simpli�ed de�nition of equivalent potential temperature is used in this parameteriza-
tion:

θe = θ exp(γrt), (26)

where γ = L/(CpTR), L = Lc+Lf is the sum of the latent heats of condensation and freezing,
Cp the speci�c heat of air at constant temperature, and TR = 300 K a constant reference
temperature. The total cloud water mixing ratio rt is used instead of the vapor mixing ratio,
because the di�erence between the two is likely to be small when averaged over grid boxes
typical of large-scale models.

The potential temperature source term is computed from the equivalent potential tem-
perature and total water source terms using

Sθ = θ[(Sec + Ser)/θe − γSr] (27)

where Sec and Ser are the convective and radiative contributions to the equivalent potential
temperature source, Sr is the convective source of total water mixing ratio, and γ is de�ned
above. The total precipitation rate is the weighted average of the contributions from shallow
and deep convection:

P = εPd + (1− ε)Ps. (28)

Surface �uxes for each intensive variable χ are calculated using a simple bulk formula:

Fχ = T (Tss − Tb, ∆T )ρbCD(|vb|2 + W 2)1/2(χss − χb) (29)

where Tss is the temperature of the sea surface, Tb is the temperature of the air in the
boundary layer adjacent to the surface, ∆T and W are a constants, CD is the (constant) drag
coe�cient, a subscripted b indicates a boundary layer value, and a subscripted ss indicates
a sea surface value. The throttle function turns the �uxes o� when Tb > Tss + ∆T/2.

Table 2 lists values of parameters used in the cumulus and surface �ux parameteriza-
tions. The radiation parameterization is that presented in Raymond and Torres (1998) and
Raymond (2000a, 2001).
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